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# Correlation of the VQI with the MOS

# 

Your main task is to find out what is the correlation between the Video Quality Indicators (VQI) indicator and Mean Opinion Scores (MOS). Those should be calculated using the subjective data generated during the “Subjective Methods of Measuring QoE” classes. The goal is to assess how well an objective measure (VQI) can predict a subjective quantity (MOS). One of many ways to verify potential prediction capabilities is to calculate the Pearson correlation coefficient.

In order to find the correlation, you first need two data vectors – VQI values and MOS values for each PVS (Processed Video Sequence; in this case PVS stands for the image tested). To calculate the VQI distorted (i.e. PVS) video sequences were needed. You could find those in the video sequences tested folder. For details on how to calculate the VQI you could refer to the <https://qoe.agh.edu.pl/indicators/>.

Having the VQI for each PVS you need to compare those with MOS values. MOS values can be calculated using CSV files provided (Monday\_Group\_Result.csv and Thursday\_Group\_Result.csv). Each CSV file represents a table of values extracted from the subjective experiment.

The MOS for each video sequence can be calculated by averaging all scores given to a video sequence.

Using the vectors with VQI values and MOS values you can calculate the correlation between the two. This result (being in the range [-1, 1]) says whether there is any linear correlation between the VQI and the MOS. For details on how to calculate the Pearson correlation in Matlab please refer to the [Pearson Correlation Coefficient sub-section](#_c65qbyy3fzw2).

# Theoretical Fundamentals

# 

This section explains two concepts crucial to deal with the objective of this laboratory. The first of them are Video Quality Indicators (VQI) and the second one is Pearson Correlation Coefficient. Both of them are described in the two following subsections.

## VQI

VQI stands for Video Quality Indicators. For details on how to calculate the VQI you could refer to the <https://qoe.agh.edu.pl/indicators/>.

## Pearson Correlation Coefficient

The Pearson correlation coefficient describes an extent of the linear correlation between two variables. It takes values from the range [-1, 1], where 1 means total positive linear correlation (when one is growing, the other is growing as well), 0 means no linear correlation and -1 means total negative linear correlation (when one is growing, the other is decreasing). [Equation 1](#bxoss68fskuq) shows a formula for the Pearson correlation coefficient for two random variables A and B. Importantly, both those random variables are assumed to have [![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHsAAABmBAMAAAAZofMJAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAq+/NIjLdibtUmURmdhAvJWJbAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAD/0lEQVRYCZ2YvW4UMRDHne9vgniB5A0SIfq7BomOVLQJT5DwAOiuo7w0UCEub0Da0HAtUqRAi0BJT5GQQAifw9hz/hjv2N7dLW5nPDNe3+9vr3dXqfC4A/64FwbG9iMf1tZXnjIXRq95zHi7YQLaXZYzz6L7LGYcFkeHZyyycJ8HtbfBEuLBq/tHx5+f3B3nfKuWf3n5sWN7ePz03WE1A1t6lPFDDKoXJnrzSo768stEwhrWX3UTQWzumP4BBHa6aBbDB9pIHHDTMx305TjKGwnO8pbg77kpF9jpxGWAHVbAnTn4Tgom2C0ByMipmym4mDFXT7BbAGlCuiGsQn9MT2a3AolhUQ9v4b06ybCbgAQUKu/BllrNsJvMksOBK5Vj9xD23B8VDLhRKsfuJAseZcc+O2b0Iru1aJ3yEaDs2JBht3HFC7iHsmNDmt10Xjcte47dMvzm1+Oelj3HbsKMjtcEnpYdjyS7SdgMsitmh6Z6kl1JdlrMSXYl2f+YASXnXUl2WhDTZt4Ia7Yk+zrhSLAryn6byoldhXJR9hGVJ9gVZe9SeYJdPdmVSrCrJzuOQGZXT3Ysl9nVkx3LZXY1Zbdr9heBtL91ZU+wqys7Xk5iV1d2LB+CPvi8qys7lk+acr6l1JZdZldbdpldbdlldrVlF9nVl11k10B2id1i6Sbfxavag9ZsuCPORtPAZo7P45u8be0Y5UfWVeq8sLfzJ7ahKQ/m3TC7t88A3eTt5Srz7nX4T2yWO69ETz10vwvW7G52b5+HddeVNmJ2t0p7+/gmbzuJ2C3k9/ZtGNlCOkfsCrKfRi838ZotyD6It0R6t3LsmsleYddMdvz/nF0z2bGcs2smO5bTvNMPing0lV0pxq6p7BG7prLjgEN2JdmFl5SQXUl2Nz8MKfMTsivJ/tOXWStkV5L9ny3y53DNlmTf8WXOGoA+RugXZT9wRd7w7Iqy7/sqZ3l2RdnPXJE3PLsWsofzroXsOArHroXsWO7YtZAdyx27NrL7NdtKds+uleyeXSvZPbtWsnt27WR37NrJ7tjlH+lWQFjtOHQ8aN5BYW/fMbnCD8270t5+IFSaJpp3pb1dWu2mnNZs/pHuFM5SVx/f74InrGrmQLjJ2yxit2dd4XwLhJu8zSN2h9YVzgvRIx1LIXasKXKmcmANu6zs2+ZrT9SndQ277Ge2Dgg7lC038y73uQaHl+tds7twnVWNHsDlWbXZtmh2GdkfYNh8bLL50VmzS8v+RlfD9X5U5F3N7tC7gXV0/KGji/Xx7NPzIBKaOO9C19kTVOh++y7CjGFita+6QjIuWJVzJs03ROc64zwq33QRZixH7xk2SO8bro/rLRuIzoN+1GDc/+lZRiqSB2A4AAAAAElFTkSuQmCC)](https://www.codecogs.com/eqnedit.php?latex=N%250) scalar observations.

|  |
| --- |
|  |
| **Equation 1.** The Pearson correlation coefficient for two random variables A and B, each having  scalar observations |
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To find the Pearson correlation coefficient in Matlab use the corrcoef(A,B) command. For its description please refer to the [“A List of Useful Matlab Functions and Their Descriptions” section](#_qggsqqzg9zug) and Matlab’s documentation.

# 

# A List of Useful Matlab Functions and Their Descriptions

# 

|  |  |
| --- | --- |
| A = imread(filename) | Loads an image to the A array. |
| imshow (A) | Displays an image from the A array. |
| imshow(A, 'initialmagnification','fit') | Displays an image from the A array in a bigger size (if the image is small). |
| [nc nl] = size(M) | Shows the size of the image M (nc - number of columns, nl - numbers of lines). |
| A1 = double (A) | Changes the type of a numerical array to double (needed for some operations). |
| A = uint8 (A1) | Changes the type of a numerical array to uint8 (8-bit unsigned integer). |
| A1 = im2double(A) | Converts the A image to the double type. If the input image is of the uint8 type (pixel values in a discrete range [0, 255]), the output image will contain pixel values in a continuous range [0, 1]. |
| subplot(m,n,p) | Divides the current figure into an m-by-n grid and creates an axes for a subplot in the position specified by p. Matlab numbers its subplots by row, such that the first subplot is the first column of the first row, the second subplot is the second column of the first row, and so on. |
| title(‘your title’) | Adds the ‘your title’ title to the plot. |
| P = psnr(A, REF) | Calculates the peak signal-to-noise ratio for the image in array A, with the image in array REF as the reference. |
| R = corrcoef(A,B) | Returns the matrix of correlation coefficients between two random variables A and B. A and B should be column vectors. |